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ABSTRACT

AUTHOR: LTC Ronald R. Heuler

TITLE: Strategic Approach to Information Systems Protection
FORMAT : Strategy Research Project
DATE: 07 April 1999 PAGES: 58 CLASSIFICATION: Unclassified

The National Security Strategy (NSS) states that the
national security posture is dependent on information
infrastructure and its protection. Information and information
systems have strategic value due to ubiquitous interconnection
with national infrastructure. Because of the strategic
implications, comprehensive protection of information systems 1is
essential. Unfortunately, many Department of Defense (DoD)
information systems are still being fielded without adequate
consideration of this important aspect. Protection of
information systems cannot be an afterthought. It must be
integrated with the solution to information system requirements.
This SRP examines a conceptual framework for the fielding of
protected information systems for those involved in the
planning, budgeting, design, implementation, operation, and

support of DoD information systems.

iii




iv




TABLE OF CONTENTS

ABS T RAC T vt ittt et et e cenecoeoessesanesasnsassssssossncasaaneeas iii
T 2 viii
List of 1llustrations .......i ittt ittt eeiennenanans X
List Of Tables . .ii ittt i it ittt i i it ittt tnannannasaeeaacanaas xii
Strategic Approach to Information Systems Protection ........... 1
The Strategic Value of Information ..............ciio.n. 1
Information Misperceptions ........ e, 3

A Conceptuai Framework for the Information Environment ..... 5
Misdirected Information Protection Efforts ................ 10
Balanced Approach to Information Protection ............... 11
Protected Information Systems - An Integrated Approach ........ 13
Planning PrOCESS ... ivtititinenenesanenenseenasnsosnsenanns 14
Engineering and Design ProCeSS .......cceeernerneenracnsons 17
Defense in Depth .. ..ttt ittt it e iie e 18
Defensive Diversity ...ttt ittt enneanenaaanss 19
Defensive Agility ..ottt ittt iieneeeeneennns 19

Product Selection Criteria ......c.c.ooeiiieeineaeeannanss 20
Prototyping, Modeling, and Simulation ................. 22
Acquisition Approach ....... ... il i i 23
Implementation ProCeSS .. .v.iitieineetenenencscasnacnsnnnnns 24
Technical ISSUES .. ...ttt iiiiteetiennnneennnassssennss 24
Characterization of Security Products ............. 24

Security Validation and Verification (V&V) ........ 25




Policies and ProceduUres . ......'uverieneeneenenenn. 26

Security Management ..........c.oueeeuineeneannnnnnnn. 27

B = T 1 o s o T 28

Security AWATEIESS & vt ot et te et et e e e e e e e 30

Lifenycle L o o o 31

Post-Deployment Software Support.(PDSS) ............... 32

ON-going ASSESSMENES it ittt e tn ittt teneeeeenennennns 33

Configuration Management ...........uuitietirmnnnnennnn 33

Sustainment Training ..........c.iiiiiiiiii i nennennn. 34

Conciusions .................................. e 34

I L 38

BIBLIOGRAPHY & ittt ittt it ettt ittt e ettt 42
vi




PREFACE

(Start text of Preface or Acknowledgements here)

vii




viii




Figure
Figure
Figure
Figure
Figure
Figure

Figure

LIST OF ILLUSTRATIONS

ix

The Information Pyramid ........ieiieniiinennenenneneenn 5
Data ProOCEeSSINg cvvin it eenennnensnsesaeessennnnnneens 6
Information ProCessing ccuueieei ittt enneennnannnans 7
"Knowledge Processing” ...ttt 8
: Application of Power through Understanding ........... 9
Sources of Threat to Information Systems ............ 16
Defensive Layers and MeasSuUresS .....ceeeeeneenncanenns 18







LIST OF TABLES

Table 1: Threat Categories and Descriptions

Table 2: Essential Product Selection Criteria .......oveveunenn..

xi




xii




STRATEGIC APPROACH TO INFORMATION SYSTEMS PROTECTION

Our military power and national economy are
increasingly reliant wupon critical infrastructures.
Advances in information technology..have created new
vulnerabilities to information attacks as these
infrastructures have become increasingly automated and
interlinked. If we do not implement adequate
protective measures, attacks on our..information
systems..might be capable of significantly harming our
military power and economy.
— National Security Strategy, United States of Americal
The Strategic Value of Information
The preceding quote emphasizes the significance of our
information infrastructure, systems, and technology. Joint
Publication 3-13, Joint Doctrine for Information Operations,
provides the Department of Defense (DoD) perspective by stating,
“All forms of national power, to include military operations in
particular, .. depend on information and information systems,”2 as
well as stating that “[I]nformation itself is a strategic

Il3

resource, vital to national security. Information and

information systems have strategic4'value due to ubiquitous
interconnection with national infrastructure. Any information
system left inadequately protected may have implications for
national security. Because of the strategic implications,
protection of information systems and networks is essential.

Unfortunately, many DoD information systems and networks are




still being fielded without adequate consideration of or
attention to this important aspect.

Protection of information systems cannot be an after-market
add-on. It must be integrated with the solution to information
transport, storage, processing, and dissemination requirements.
The Honorable Mr. Emmet Paige, former Assistant Secretary of
Defense for Command, Control, Communications, and Intelligence
(ASDC3I), has stated that, “systems security must be designed

and built into our systems up front. [It] cannot be an

afterthought.”5 Information protection must be a systems
engineered solution that is integrated with the implementation
or upgrade of the information system. Systems that are designed
from inception with security in mind and which have protection
integrated throughout the acquisition and fielding process
result in more secure systems with longer utility and lower
life-cycle costs than those in which security is an
afterthought.

Integration of information protection with information
systems entails a comprehensive, holistic approach to the
planning, design, implementation, and life-cycle support of the
system. Integrated information system protection must include
consideration of risk-management, defensive concepts, product
selection criteria, people and process relationships to the

system, and life-cycle support issues. This paper will identify




and dispel some common misperceptions that adversely affect
integration of protection with information systems. A conceptual
framework for integrated systems protection for those involved
in the planning, budgeting, design, implementation, operation,
and support of DoD information systems will then be developed.
If adopted and applied, the framework described herein will
support implementation of better protected information systems
with concomitant operation and maintenance and life cycle
support benefits.
Information Misperceptions

Some erroneous perceptions pertaining to information must
be addressed before development of a comprehensive approach to
integrated information systems protection. Among the most common
misperceptions is that information is a new element of power or
that information is power. Another is that information
processing (and protection thereof) are predominantly technology
issues associated with the elecﬁronic devices that transport,
process, and store data. Such misperceptions affect the ability
of information system planners, designers, and implementers to
apply comprehensive solutions to information protection.

Numerous sources have credited information and information
technology as the source of the much publicized Revolution in
Military Affairs.® Information cannot be solely responsible, for

is not new nor is it a new element of power. The following




historic examples show that information has always been
essential to the application of military power. More than 200
years before the birth of Christ, Sun Pin, the great-grandson of
Sun Tzu, and general of King Wei, of the state of Ch’i,
manipulated information to achieve victory over general P’ang
‘Chuan.7 Sun Pin made it known that the soldiers of Ch’i feared
P’ang Chuan. To bolster that perception he had his soldiers
light successively fewer campfires each night. P’ang Chuan,
believing that Ch’i forces were deserting in mass, conducted a
forced march of 100 1i (30 miles) to attack Sun Pin. He fell
into an ambush, his forces were annihilated, and he was killed.
Another historic example of the use of information in this
context occurred in 32 B.C. In this case, Octavianus, Julius
Caesar's heir, employed information techniques to turn the Roman
public against Marcus Antonius.?® Octavianus obtained, or
fabricated, a copy of the will of Marcus Antonius and used it to
convince the Roman Forum that Antonius planned to leave Roman
lands to his half-Egyptian heirs. The Forum and the Roman
people were so outraged that three Roman armies were sent to
destroy Antonius, his legions, his Egyptian wife (Cleopatra),
and the Egyptian Army. Octavianus achieved supreme rule of the
Roman Empire as a result. These examples show clearly that
information is not a new phenomenon and has long been

instrumental in military and political affairs.




The second misperception is a myopic technical focus on the
information environment. This simplistic focus on enormously
fast and efficient data transport, storage, retrieval, and
processing is not conducive to a comprehensive approach to
information system protection. To contravene this misperception,
the information pyramid is presented as an analogy for a more
comprehensive view of the information environment.

An Analogy for the Information Environment

The information environment is really a complex
interrelationship of information, technology, people, and
processes. The information pyramid is one analogy for this
environment. The base of the pyramid is data, the next level is
information, the third level is knowledge, and the apex is
understanding (Fig. 1).

/\
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Figure 1. The Information Pyramid

A geometric comparison of the levels, and the commonly held

simplistic view of the figure, point out the plethora of data




compared to the paucity of understanding. A closer look at the
levels and the associated processes presents a view of the
information environment more relevant to protection of
information systems. From the base of the pyramid, data
(available as ones or zeros in storage media) goes through a
conversion process (data processing) of decoding or demodulation

to take the form of information (Fig. 2).
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Figure 2: Data Processing

It is at this level, data technology, that advances have
been most revolutionary in terms of exponential increases in
processing speed, transport bandwidth, and storage capability.9
This may explain, but does not excuse, skewed emphasis on
technology-focused solutions to information protection. The

next interface, conversion of information to knowledge through




human experience and perception (information processing)
requires processes such as organizing, sorting, and filtering.

(Fig. 3.)
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Figure 3: Information Processing

Despite advances in artificial intelligence and intelligent
agent technology, human application of concepts of exclusion,
belonging, and representation are required to change large
~amounts of textual, audio, or wvisual information into
knowledge.10 The next step, conversion of knowledge to an
“understanding” of how to apply knowledge (or knowledge
processing), requires functions that are the sole domain of the

human brain including analysis, synthesis, generalization,
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abstraction, extrapolation, and value judgment. See Figure 4,

below:
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Figure 4: "Knowledge Processing"

The following example, drawn from the Battle of Tannenberg
in 1914, shows the pyramidal relationships and applications in
practice. The German Army intercepted numerous Russian encoded
wireless transmissions (data). These were demodulated and
decoded (data processing) and turned into information. Those
pertaining to troop dispositions were selected and organized
(information processing) thereby creating knowledge. In this
case the khowledge was a clear and accurate situational

awareness.'? German commanders were able to analyze this




knowledge, synthesize courses of action, evaluate risks, and
create the understanding to apply military power necessary to

defeat the Russian army. German commanders attributed wvictory

to knowing all the enemy's plans.13

Superficially it would appear
that “knowledge is power,” however, “.knowledge of the enemy,

alone, is not enough. We must (also) possess the means to act

on what we know...”,14

and an ability to protect the process. At
Tannenberg the Germans exhibited control of the information

environment as well as the means to act (Fig. 5).
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Figure 5: Application of Power through Understanding

The example clearly disabuses common misperceptions of the

information environment. It shows that information systems




function due to the interaction of technology, people, and
processes. Logically, integrated protection of information
systems must encompass system components, human and technical
processes, and interrelationships. Despite the apparent
obviousness of the discussion above and the seemingly clear
necessity to approach systemic problems with system encompassing
solutions, sometimes misperceptions affect the viability of
information protection solutions.

Misdirected Information Protection Efforts

Due to misapplied technology solutions focused at the data
level of the information environment, there are cases when
resources allocated to protect information networks have been
ineffectively employed. The following example illustrates this
phenomenon.

In 1998, the U. S. Army Signal Command and the U. S. Army
Communications Electronics Command proposed, to the Director of
Information Systems for Command, Control, Communications, and
Computers (DISC4), a comprehensive approach for the protection
of the Unclassified Internet Protocol (IP) Router Network
(NIPRNET) and U.S. Army web servers. This integrated approach
addressed system level planning, design, implementation, network
life-cycle support issues, and associated processes and

15

personnel issues.” The DISC4 staff recommended an alternative

solution, based on specific hardware, that considerably de-

10




emphasized requirements for integrated training, maintenance,
and life-cycle support. Their approach allowed major commands
and individuai commanders to independently acquire and implement
stand-alone, product-focused solutions without consideration of
pervasive system issues.!® Results of their decision were
recently apparent in Department of the Army direction to
disconnect all Army web servers from the Internet due to

7 1n addition, a current

inadequate protection of the content.
National Security Agency advisory states that one of the devices

specifically selected by DISC4 staff principles exhibited
».discrepancies between the product and the requirements in the
firewall protection profile.”18 A perception-reality mismatch is
clearly evidenced by the dispafity between the scope of the
information environment and the narrow focus of the implemented
solution in the preceding example. Eliminating such mismatches
and ensuring proper application of resources requires a more
balanced approach to information protection.
Balanced Approach to Information Protection

In keeping with a perspective that is broad in scope and
nature, application of information protection cannot be a total
risk-avoidance solution to insuring the viability of information
as a strategic resource. A balanced protection effort entails
several things, among them is an understanding of what is to be

protected, what to protect against, and how to pursue a rational
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approach to implementing the protection. For the foreseeable
future, protection of information transport, storage and
retrieval, and processing systems encompasses networks, people,
and processes. Such protection is required to address numerous
threats including computer network attacks from a wide variety
of sources, power outages, natural phenomenon like fire and
flood, poorly designed, tested, or deployed hardware or
software, and intentionally or unintentionally introduced
viruses. This necessitates a rational approach based on a risk
management philosophy. Just because a theoretical window of
vulnerability exists doesn't mean that it will be exploited or
that resources should be expended to protect it. A |
comprehensive systems engineering approach to the planning,
design, implementation, and life-cycle support of protected
information transport systems necessary to shape the information

environment is addressed in the following sections of this

'paper.
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PROTECTED INFORMATION SYSTEMS - AN INTEGRATED APPROACH

The Defense Science Board (DSB) maintains that current
information system vulnerabilities are largely due to a lack of
attention to security and survivability during design and
development .’® DSB reports also state that there is a significant
“lack of comprehensive, principled, demonstrably-effective
approach (es) for architecture, design, and analysis of secure,
survivable information systems.”?° Joint Publication 3-13 defines
an information system as, “the entire infrastructure,
organization, personnel, and components that collect, process,
store, transmit, display, disseminate, and act on information.”?!
Integrated information protection for this entire infrastructure
must therefore logically comprise comprehensive protection of
all system elements. This includes far more than the simple
provision of point defenses such as firewalls and intrusion
detection systems. A strategic?® concept for information
protection encompasses all of the assessments, plans, policies,
and procedures, hardware and software tools and techniques,
testing, modeling, and simulation, administration, operations
and maintenance, and life cycle support required for robust
system protection. Joint Publication 3-13 also mandates that
information, information systems, and information based
processes will be protected relative to the value of the

information they contain and the risks associated with their

13




compromise or loss.”?® Comprehensive information protection is
therefore dependent upon the sensitivity of the information, the
threat thereto, the risk if the information is affected, the
type and criticality of the process relying upon the information
and the relative cost to implement the protection.?* Above all,
the approach must result in an integrated solution to secure and
survivable information system requirements. The important point
is that, "“it [security] must be built in from the beginning.
Attempts to add [security] after the design or implementation is
complete are usually unsuccessful and expensive.”?5

This paper divides the approach to protection of information
systems into four interdependent phases or sub-processes:
planning, design, implementation, and life cycle support.
Although these sub-processes are arranged sequentially herein,
the overall process is a highly parallel, integrated product
team effort. This multidisciplinary team should consist of
design engineers, security engineers, acquisition personnel,
logistics planners, system users, and system operators and
maintainers.v The integrated process involves all of these
stakeholders early in system development and keeps them involved
throughout its life-cycle.
Planning Process

The planning process begins with the conduct of several

interrelated assessments and analyses. They are threat

14




analysis, vulnerability assessment, functional requirements
analysis, and technical requirements analysis. None of these
can be performed in a vacuum as they all, in conjunction, make

possible the risk-management approach called for by Joint

Publication 3-13% and the Army Command and Control Protect

Implementation Plan.”

Threat analyses and vulnerability assessments are best
conducted in consonance. Threat assessments are used to
determine threat levels and to implement security decisions.

Threat is assessed in the categories shown in Table 1, below:%

Threat s saes
Definition
Category
, Presence of a threat or the ability to
Existence .
gain access to the targeted system.
Attacker's expertise in the use of
Capability tools and ability to exploit system
vulnerabilities.
Intent Denoted or connoted desire of a
specified enemy to conduct an attack.
. Demonstrated activity of a specific
History .
attacker over time.
Targetin Information indicative of preparation
g g to attack specific targets.
Securit Political and situational
. Y considerations based on the system and
Environment . . . .
its operational relationships.

Table 1: Threat Categories and Descriptions

In addition to external threats, internal threats must be

considered. One expert, Charise Castagnoli, of Internet

15




Security Services, says... “70 to 80 percent of security
breaches are internal.”?
Information systems are also vulnerable to threats from

other human and environmental sources. These include data loss

due to viruses, power outages, natural disaster, and human error

(Fig. 5).%
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Figure 6: Sources of Threat to Information Systems

The risk management approach dictates that all of these be
considered and addressed proportionately (contrary to current
Network Security Implementation Plan emphasis on anti-external
hacking defenses such as firewalls and intrusion detection

).31

systems A more balanced approach entails application of some

16




resources to policies and procedures in order to reduce
vulnerability to human error, and to data redundancy and
disaster recovery in order to minimize environmental threats.

Concurrently with threat and vulnerability assessments,
business process and technical requirements analyses contribute
to the overall design by “influencing design decisions, product
selection, and cost benefit trade-off decisions.”*? Threat,
vulnerability, performance, functional, and technical objectives
cannot be considered singly. A balance must be struck depending
on their relative importance and the degree of assessed risk.>
This balance is essential to successful engineering and design
of the system.
Engineeriﬁg and Design Process

The engineering and design process, conducted in
conjunction with the planning process, is also a series of
trade-offs based on the concept of risk management. Design
includes architectural considerations, evaluation of product
selection criteria, and conduct of prototyping, modeling, and
simulation to assess effects of architectural and product
choices. A wide variety of system architectures, network
designs, security mechanisms, and hardware and software tools
must be considered in designing the system. The following
sections address defensive concepts that are to be embodied in

the architecture and topology of the system being designed.

17




Defense in Depth

Architectural considerations include defensive depth,
diversity, and agility. From an architectural perspective a
defense in depth strategy using currently available protection
technology in a layered system of defenses can be effectively
employed to insure the confidentiality, integrity, and
availability of the information system under design.34 This
strategy employs multiple security mechanisms that provide a
range of protection across the breadth and depth of the
information system.35 Figure 6 depicts the defense in depth
concept and identifies layers of protection and some of the

protective measures employed at each layer or boundary.36

1
| ZoneSecurity | <Firewall
*Virus Detectors
NIPRNET @ *Bulk Encryption
I
I Zone Security | «Intrusion
Community Detection
0!
; Syst
of Interest interconnect Enyci;gon
r— —
l Zone Security | «Network
Access
- Controller
Enclave interconnect *Management
I :
| ZomeSeowity |.secures
D *Encryption .
i o *Procedures ;
5 End System “Passwords |

Figure 7: Defensive Layers and Measures
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Defensive Diversity

The idea behind diversity of defense is that a variety of
security systems or products reduces chances that a common error
can compromise the entire network. It also reduces the
probability that an attacker can learn enough by defeating one
product to invade the entire system.37 There is clearly a trade-
off to be considered regarding diversity. Multiple security.
devices and products have second and third order effects in the
realms of operations and maintenance, training, and integrated
logistic support that may negate the security benefits derived
therefrom. The risk-management approach addresses these issues
during the system design process. The design of resilient
information infrastructure must, however, encompass diversity of

hardware and software so that common failure modes cannot result

in system wide failure.®

Defensive Agility
Sun Tzu said, “...experts in defense conceal themselves

under the nine-fold earth, thus they are capable of protecting

themselves.”* Tu Yu, a philosopher of the early 9*® century
elaborates, “[T]hose expert at preparing defenses consider it
fundamental to rely on the strength of obstacles... [T]lhey make

it impossible for the enemy to know where to attack. They
secretly conceal themselves as under the nine-layered ground."40

This philosophy is embodied in the design principle of defensive

19




agility or adaptability. Successful information protection tends
to be adaptive. Much like a neural network, the defensive
topology can be engineered to dynamically change (logically) as

it adapts to recognize attack scenarios.?

In this way the
protected information system is designed to prevent disclosure
of “learned” paths through its defenses. Repeat attacks
following previously discovered patterns are frustrated by
defensive measures that have mutated to combat those attacks.

Product Selection Criteria

Product selection and selection criteria are essential to
the design process. Use of appropriate selection criteria
during the design process contributes to the success of
implementation and life-cycle support processes. Among other
things, products should be chosen to facilitate standards-based
intéroperability, ease of integration and operation, simplicity
of management, implementation of upgrades, and supportability.
Criteria for selection of security products that comprise the
layered, diverse, and agile defense should address the

parameters shown in Table 2, below:*

20




Essential Product Selection Criteria

a. Real-time detection, reporting, and reacting
capability.

b. Ease of, and ability to, update security
configurations.

c. Support for existing network operating systems and
standards.

d. Non-obtrusive ease of management.

e. Compatibility with existing and planned management
applications.

f. Capability of self-protection.

g. Interoperability with local, regional, and national
systems.

Table 2: Essential Product Selection Criteria

In order to characterize vulnerability of products for use
in protected information systems, the DSB has recommended that
DoD develop a commercial-off-the-shelf information (COTS)
systems technology evaluation capability.‘l13 The U.S. Army
Communications-Electronics Command (USACECOM) Technology
Integration Center (TIC) is such a capability and has been used
to support some Army information system programs including the
Common User Installation Transport Network (CUITN). The TIC
also supports prototyping, modeling, and simulation activities

described below.
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Prototyping, Modeling, and Simulation

Prototyping, modeling, and simulation contribute to the
analysis of security features of architectures, topology, and
components and to evaluation of standards based compatibility
and interoperability. A key element of the engineering and
design process is the creation of system level prototypes or
test-beds and the exercise of models and simulators to emulate
the operation of protected information systems. The DSB has
recommended development of modeling and simulation environments
for evaluation of security features of network architectures,
topologies, and components, and for analysis of standards based
compatibility and interoperability.44 This capability enables the
engineer or acquisition manager to evaluate the ramifications
and risk managemént based effects of architectural and design
choices before major implementation investments are made. The
USACECOM TIC has provided this capability in the fielding of
several protected information systems. 1In addition to
supporting the engineering and design process, the TIC has been
employed to evaluate new security products and upgrades to
existing products, reducing the risk associated with integrating
upgrades into in-place systems and facilitating life-cycle
support thereof.

Engineering and design of information infrastructure

capable of enduring in the face of intentional, unintentional,

22



or environmental disruptions or attacks is an integral part of
the multi-disciplinary integrated process. Functional and
technical solutions developed in the planning process result in
a description of a system to be acquired and implemented.
Acquisition Approach

The approach chosen to acquire the planned and designed
system directly affects the implementation and life-cycle
support processes. Many information protection issues affected
by the acquisition approach are not directly addressed herein.
However, it is important to remember that the acquisition
approach, like the overall protection effort, is focused on the
total system solution. One of the multi-functional team members
(usually either the Program Management Office or the industry
partner) must act as the overall system integrator.

Choice of an industry partner and solution provider is also
a key issue. Companies that have system integration experience
are typically better choices than are product vendors who may
tend to focus on component or device level solutions at the
expense of the process of integrating the security solution with

4 other important acquisition related

the information system.
issues will be discussed in the following sections on

implementation and life-cycle support.
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Implementation Process

Implementing the protected information system comprises far
more than constructing a network based on product selection and
choice of architecture or topology. Implementation issues can
be subdivided into two categories, technical and human.
Technical information protection issues include the
characterization and configuration of security products and
system security validation and verification. Human issues
include development of policies and procedures, security
management, training, and security awareness. Technical issues,
human issues, and their interrelationships are addressed in the
following sections.

Technical Issues

Characterization of Security Products

Due to the complexity of information networks and the wide

variety of technical and functional requirements, security

% Characterization and

devices are not plug and play components.
pre-configuration of security products are actually part of test
bed activities conducted in the design phase. Network
characterization hardware and software is used to collect data
from traffic analysis on existing networks. Results are used to
evaluate and configure security devices as part of the system

design. During implementation, pre-configured security products

are integrated with the information system components thereby
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eliminating complex, after-the-fact configuration efforts and
interruption of key user services.
Security Validation and Verification (V&V)

Extensive technical testing ensures that system components
are properly integrated and that system technical and
performance requirements are met. Likewise, operational test of
the system is necessary to ascertain that the customer's |
functional and business processes are accommodated. However,
from the information protection standpoint, the key testing is
focused on the human-technical interactions. This includes V&V
of the security features and the proper functioning of security
proéedures. The process of V&V links technical and human
processes and assures both customer and fielder that the
fundamental security objectives (accountability, availability,
confidentiality, assurance, and security management) have been

4 Development of information system V&V procedures should

met.
begin in conjunction‘with the engineering and design process.
Engineering and design activities at the test bed, modeling, and
simulation facility are conducive to development and refining of
validation and verification procedures. V&V can be used as a

venue for training system users, operators, and administrators

on security procedures.
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Human Issues

“A realistic security approach is more than the assembly of
technical components, at the strategic level, security is still
a [human] management function, not a technical issue.”® The
people who operate and maintain the information system and those
who use it to collect, process, store, or disseminate

information are a critical (and vulnerable) component of the

information system.49

Implementation of effective information
system security must focus heavily on the human dynamic. Some
key implementation issues are development of security policies
and procedures, security management, system user and
administrator training, and overall security awareness.
Policies and Procedures

Development of the security policies and procedures
actually begins in parallel with the early stages of engineering
and design. These documents flow directly from the planning
process and the risk management based trade-offs among threats
and vulnerabilities and functional and technical requirements.
Content is dependent to some degree on the choice of the
topology and individual components as well as supported business
processes and the operation and maintenance concepts to be
employed. During the system implementation, the policies and

procedures are refined to reflect the actual system operation

and use. Security policies (essentially the do’s and don’ts for

26




the protected information system) are largely derived from theA
business process, threat environment, and vulnerability analyses
described earlier. Policies must match reality; thus they

should be crafted to reflect the trade-offs and decisions made

in the planning process.50 The procedures, the actual how to’s
for the protection measures afforded the information system, are
primarily dependent upon the network topology and network
components that satisfy system technical and functional
requirements. Security procedures should be simple, otherwise

1 .
1 A basic

users will attempt to circumvent or disable them.
security features users guide of a few pages is sufficient to
address security procedures and elementary security awareness
issues.” V&V should be part of operational testing of system
functional requirements addressed previously.
Security Management

Effective management of protected information systems
relies on a balance between the uée of automated security
applications and a focus on the human dynamic. Security
managers want security products and applications that are
seamlessly integrated into existing management systems and

33 Integral security products such as network

platforms.
profilers, key generators, directory managers, and monitoring

and auditing programs are among the tools available to assist

the security manager in the conduct of his or her job. While
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the security manager is essential to setting, maintaining, and
implementing security policies and procedures, management of the
human aspect of the protection often exceeds his or her purview.
The structures and environment that surround the technical
solution, and which are vital to the protection of the system
require management to be involved at all organizational levels.
Managerial processes are required to contribute to the
overall security environment throughout the organization.
Managers at all levels have to empower employees, involve them
in the information protection process, make security user-
friendly, and maintain privacy for employees, yet still be
focused on managing risk and minimizing potential damage. The
integrated approach to system wide information protection
requires managers to be aware of their significant
responsibilities as part of the implementation process. “The
manager who maintains a satisfied, well motivated work force
does as much for security as the technician who installs the

#3 This effort is considerably easier if managers are

system.
part of the initial planning process described earlier.
Training
The DSB has postulated that information system
vulnerability is usually the result of human error, insufficient

training, and lack of knowledge.®® Training of information system

users, operators, managers, and maintainers is clearly a key
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aspect of the integrated approach to information protection.
Training, in the context of protected information systems, is
unique due to the nﬁmber of people involved and the diverse
focus of the training effort. The amount and type of training
depends upon the degree to which, and level at which, the
“trainee” interacts with the system. Procedural training is
required for system users. Product and system training enables
operators to ensure system availability. Security managers
require detailed and comprehensive training on security
administration and management procedures, including reactive
procedures for contingencies. Personnel performing security
management functions must be trained to detect, differentiate
among, warn of, respond to, and recover from disruptions.®®
Training for maintenance personnel must be focused on product
and system level troubleshooting and repair. Managers at all
levels need security awareness training to help them create an
environment conducive to information protection. The holistic
approach that has been described so far requires that training
be acquired as part of the integrated information system
solution. Lessons learned from test-bed activities described
previously are valuable to the development of training programs
and material; security engineers who conducted those activities
and developed security solutions must also play a key part in

the training process.
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Security Awareness

Implementing a protected information system requires the
people involved in the processes to change established ways of
doing business. Security awareness is one effective way to
enable people to adapt to these changes.57 A basic security
awareness program addresses familiarization with the threat,
security responsibilities, and physical security measures. The
security features user guide previously mentioned is an
effective basis for a security awareness program. Update
mechanisms must be built into the program to reflect changes in
the threat environment and to account for personnel turn over.
System personnel at all levels must be aware that the greatest
threat to information systems is human error or carelessness and

% These

that insiders commit the vaét majority of computer crime.
are areas in which awarehess can have a significant effect on
reducing risk. Likewise, responsible system use reduces risk of
system corruption or loss or damage to data. Simple
precautions, such as scanning disks for viruses, downloading
only from trusted sites, and scanning downloaded files prior to
use can avoid costly virus elimination procedures. Physical
security measures are also critical to overall system security.
Locking access ways to areas where system components or media

are stored is an essential technique that enhances the

protection of the information system. Above all, security
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awareness must emphasize that information system protection is

primarily dependent on people, not technology.59

Life-Cycle Support

The acquisition strategy must integrate logistics (software
and firmware updates and upgrades, technical support, warranty,
and training programs) with purchase of the hardware and
instaliation and integration effort.® Just like the protection
itself, the system support must be integrated with the solution,
not an afterthought. As most, if not all, of the components of
the information system will be COTS or non-developmental items
(NDI), time lines and costs associated with support processes
willAprobably prohibit establishment of organic support. As the
technological life of hardware and software shrinks, vendor
provided or private sector logistic support is a viable
substitute for organic DoD capabilities.61

Life-cycle support of protected information systems
presents a unique challenge, even if it is well integrated in
the process. ©Not only does the information system or network
need to be maintained in a status that allows continued service,
but also protection features require continual update to reflect
the rapidly changing nature of the threat. Life-cycle support
for protected information systems is also unique in that it

requires not only spares and repair parts but also entails
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extensive software support, on-going threat and vulnerability
assessments, configuration management of the system and security
policies and procedures, and sustainment training for user,
operator, administrator, and maintenance personnel.

Post-Deployment Software Support (PDSS)

PDSS is a challenge in any information system due to the
frequency of software updates and upgrades and the necessity to
insure concurrency and compatibility of software versions. 1In a
protected information system this complexity is compounded by
the importance of maintaining the protected aspect of the system
and concomitantly those systems to which it is connected.
Planning and design of security devices to allow centralized,
server-based distribution of version updates contributes to
conformity of software versions throughout the system. System
procedures should also allow for a test bed based verification
of compatibility and standards based interoperability among
software versions prior to implementation on the operational
system. Lessons learned from the actual operation of the system
can also be used to facilitate the development of updated
security products that are timely and reflective of the changing
nature of the threat and changes in system related business

processes.
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On-going Assessments

Red teaming (use of friendly personnel to conduct hostile
attacks to assess system vulnerability) is an essential
component of the information protection approach. Because the
system and the environment in which it operates are constantly

©2 Red

changing, such penetration testing is a continual process.
team efforts must be directed at application, system, and sub-
system levels to ensure robustness of the defensive design
discussed previously. These efforts must also focus on the
human dynamic of the information system since most security
problems result from human error.®

Configuration Management

At the time of delivery a hardware and software (component
level) configuration baseline must be established. Physical and
logical network mapping is also an important part of
configuration management. Component configurations and network
maps should be accurately updated when changes occur to the
registered baseline. This registry information is invaluable in
protecting assets, identifying tampering, and in recovering from
a variety of attacks or other disaster based contingencies.
Software programs, usually part of network or security
management applications, are available for recording changes to

system hardware and software configurations. Configuration

management also enables system hardware and software inventory
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allowing network administrators to manage software licenses,

support upgrade planning, and control software versions, which

contributes to the overall protection of the system. Careful

management of changes to security policies and procedures are

required to ensure continued viability and applicability.
Sustainmenf Training

“Business leaders view employee education as the most

important element of any security program.”65 For a protected
information system, training is not a one-time effort. The
changing nature of the environment and the turnover in personnel
associated with many DoD systems makes user, operator, and
administrator training a continual process. Sustainment
training mechanisms include computer based training, periodic
security awareness “in-service” seminars, and formal training
classes offered by system integrators as part of the system
solution.

A fully integrated and interoperable approach to protected
information systems does not end with development and fielding.
It extends through out the life-cycle and incorporates the
concepts addressed herein.

Conclusions

Dr. John J. Hamre, the Deputy Secretary of Defense,

describes information protection efforts for most information

systems as largely “ad-hoc”. While the information environment
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has experienced an explosion in pervasiveness and technical
complexity, Hamre charges that, “what has not kept pace is a

#8 This paper

disciplined, systematic approach to security.
presents a conceptual framework for such a systematic approach.
It addresses some of the interrelations among the various sub-
processes that make up the integrated process for providing
protection to information systems.

Adoption of a comprehensive approach, such as has been
described, provides a number of benefits including, but not
limited to, the following:

a. Facilitates risk-management-based determination of cost
versus effectiveness allowing resources to be applied to the
highest priority requirements.

b. Enables comprehensive and coordinated threat analysis,
vulnerability assessment, user functional requirements
determination, and technical specification review.

c. Increases industry involvement (compared to the
individual purchase of stand alone hardware solutions) giving
commercial system integrators a larger stake in the process and
giving DoD greater access to state-of-the-art technology.

d. Capitalizes on a design effort that integrates modeling
and simulation, test bed evaluation of competing commercial

products, evaluation of standards based interoperability, and
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characterization and configuration of security hardware and
software products.

€. Incorporates development of plans, policies, procedures
and guidelines that address risks associated with intentional
and unintentional human actions.

f. Addresses user, operator, administrator, and maintainer
training and security awareness as part of the protected
information system implementation.

g- Integrates appropriate PDSS and other life-cycle
support considerations with the acquisition, reducing overall
life-cycle cost and extending system life time through the
selection of scaleable products with software based migration
paths.

Successful implementation of protection for information
systems requires a multi-disciplinary team capable of
formulating a comprehensive set of requirements, knowledgeable
of current and emerging technologies, capable of influencing
design of information systems from a protection perspective,
capable of managing implementation of protection in information
system, and dedicated to maintaining the protection of the
information system throughout the life-cycle. Similarly,
successful implementation of information protection relies on
the multi-disciplinary thinking process postulated in this

paper. Until the perspectives of those involved in the
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planning, budgeting, design, implementation, operation, and
support of DoD information systems is expanded to encompass
system wide solutions based on balanced risk-management
approaches, success will continue to be ethereal. While hope
supposedly springs eternally, B. H. Liddel-Hart opines that,
“The only thing harder than getting a new idea into the military

mind is getting an old one out . %
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